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Abstract 
Parallel gradient methods (CG) include a class of unrestricted optimization 

algorithms with low memory requirements and strong local and global convergence 

characteristics .The conjugate gradient methods began with the seminal paper of 

Hestense and Stiefel in 1952 .The algorithm is presented as an approach to solving 

similar and positive linear systems, but is an alternative to gausi justice that is 

perfectly suited to solving big problems. In 1964  Fletcher generalized it to solve the 

unconstrained optimization problems today, the results of unrestricted improvement 

are applied in different branches of science, as well as generally in practice. 

Recently different nonlinear conjugate gradient methods are developed. In this 

paper, we developed a new nonlinear conjugate gradient algorithm. Deriving this 

technique on the basis of the ratios property and the case of association, the descent 

property and global convergence with some mild assumption of the algorithm was 

proved, Numerical comparison of the algorithm with other related (CG) methods are 

given. The new algorithm is very effective for solving unrestricted optimization 

problems. 
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1. Introduction 

In order to solve the problem of unrestricted non-linear improvement 

 Min{{ ( ), }nf x x R  (1) 

Where  𝑓: 𝑅𝑛 → 𝑅 is continuously differentiable and, bounded  from below. The 
starting point 𝑥0𝜖𝑅𝑛, The Conjugated Gradient (CG) method produces a sequence 
{𝑥𝑘} ⊂ 𝑅𝑛 s.t :- 

1k k k kx x d    (2) 
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Where 0k     denotes the phase size as determined by line search and the 

directions 𝑑𝑘 it is presented by [1] [2] 

1 1 0 0,   k k k kd g s d g         
 

(3) 

𝛽𝑘 is the (CG) parameter in the last reference and 𝑠𝑘 = 𝑥𝑘+1 − 𝑥𝑘 ,   𝑔𝑘 = ∇𝑓(𝑥𝑘). 
Let ‖ .  ‖be the Euclidean norm, and write 1k k ky g g               (4) 

Hager and Zhang [3]  conducted an excellent survey of conjugate gradient (CG) 
methods. The numerical 𝛽𝑘values for the various conjugate gradient (CG) methods 
are different. 

The Hybrid conjugative gradient (CG) method is a specific set of different 
conjugative gradient (CG) methods. 

Its aim is to improve the performance of these techniques and prevent jamming. 

In order to select the parameter  𝛽𝑘 of the method in this research, we list the 
follows  𝛽𝑘 selections [3] : 

Fletcher and Reeves: [4] 𝛽𝑘
𝐹𝑅 =

‖𝑔𝑘‖2

‖𝑔𝑘−1‖2  ; (5) 

Dai and Yuan: [5]       𝛽𝑘
𝐷𝑌 =

‖𝑔𝑘‖2

𝑑𝑘−1
𝑇 (𝑔𝑘−𝑔𝑘−1)

 (6) 

Conjugate descent, proposed by Fletcher: [6] 𝛽𝑘
𝐶𝐷 =

‖𝑔𝑘+1‖2

−𝑔𝑘
𝑇𝑠𝑘

. (7) 

Gradient methods associated with the selection of 𝛽𝑘 taken in (5), (6) and (7), have 
a strong convergence goods. They may, however, have mediocre operational 
performance due to confusion [7] [8] . 

On the other side, the ways of Polak and Ribiere [9] , Hestenes and Stiefel [10] [15], 
also Liu and Storey [11]  in generally may not be converging. But the computer 
usually performs better.  

𝛽𝑘 options in these ways are, respectively: 

𝛽𝑘
𝑃𝑅𝑃 =

𝑔𝑘
𝑇(𝑔𝑘 − 𝑔𝑘−1)

‖𝑔𝑘−1‖2
   , (8) 

𝛽𝑘
𝐻𝑆 =

𝑔𝑘
𝑇(𝑔𝑘 − 𝑔𝑘−1)

𝑑𝑘−1
𝑇 (𝑔𝑘 − 𝑔𝑘−1)

    , (9) 

𝛽𝑘
𝐿𝑆 =

𝑔𝑘+1
𝑇 𝑦𝑘

−𝑔𝑘
𝑇𝑠𝑘

     , (10) 

The difference between FR and CD that is kept by sufficient proportions to search 

wolfe's strong line (the constraint 𝜎 ≤
1

2
 that arose with the FR does not require a 

CD) [12]. 
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Furthermore, for a search line that meets generalized conditions of the wolf with 
𝜎1 < 1 and 𝜎2 = 0, it can be shown that the CD style is universally convergent [13]. 

On the other hand, not much research has been done on 𝛽𝑘
𝐿𝑆selecting an update 

parameter with the exception of paper, But expect the techniques developed to 
analyze the PRP method to be applied to LS. 

2. A New (CG) Method (KHI2) 

In this search, we suggest a new beta as follows: 

Consider  𝑑𝑘+1 = −𝑔𝑘+1 + 𝛽𝑘𝑑𝑘   

 
(11) 

Now a new  

2 2

2 1 1

1 2 2

1

2 ( )

max{4 ,( )

T

KHI k k k k

k T T
k k k k k

g y s g

y s g y s
  





   (12) 

 

Then by substitute equation (12) in equation (11) we get : 

2 2

1 1

1 1 2 2

1

2 ( )
{ }

max{4 ,( )

T

k k k k

k k kT T
k k k k k

g y s g
d g s

y s g y s

 

 



     
 

(13) 

 

Algorithm (2.1) 

Step 1. The initial point  𝑥0 ∈ 𝑅𝑛, and the accurate ∈> 0, and we find 𝑑0 = −𝑔0,and 
the set 𝑘 = 0 

Step 2. Testing for the continuation of iterations. If  ‖𝑔𝑘+1‖ ≤ 10−6 stop. 
Otherwise, move to the next step. 

Step 3. Determine the step length 𝛼𝑘by Wolfe line search conditions [14] 

𝑓𝑘+1 ≤ 𝑓𝑘 + 𝑐1𝛼𝑘𝑑𝑘
𝑇𝑔𝑘 (14) 

𝑑𝑘
𝑇𝑔𝑘+1 ≥ 𝑐2𝑑𝑘

𝑇𝑔𝑘 (15) 

             And go to step (4). 

Step 4. Calculate  𝑥𝑘+1 = 𝑥𝑘 + 𝛼𝑘𝑑𝑘 . 

Step 5. we compute the search direction by the equation (13). 

              The set k=k+1 repeat to the step 2. 
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3. The Descent Property  

We  will  mention  the  proof  of  the  Descent Property ( 0)T

k kd g   for our proposed   

new   formula   for   the conjugated  gradient  algorithm  and  that  the  sufficient  
descent   of   the   conjugated   gradient   algorithm   is expressed as follows

2
( )T

k k kd g c g  .                                                                                     

Theorem (1)  

Let  the  search  direction  for  each (k≥0) is generated  by  the  formula  (13).  
Suppose that  the   step   size    meets   the   Wolfe   standard condition  (SDWC)  
(14)  and  (15)  then    achieves sufficient descent property.   

proof:- 

when k=1 then 
2

1 1 1 1 1

Td g d g g      

 

       2- for k=k+1    then      

 

2 2

1 1

1 1 2 2

1

2
{ }

max{4 ,( )

T

k k k k

k k kT T
k k k k k

g y s g
d g s

y s g y s

 

 



     
 

1-Let max{
2 22

1 1max{4 ,( ) 4T

k k k kg y s g  then 

2 2 2
2 1 1 1

1 1 1 22

1

2 ( )

( ) 4

T T T

T k k k k k k k k

k k k T

k k k

g s g y s y s g
g d g

y s g

  

  



     
 

Let 
1 1 1u ( )g          ( )T T

k k k k k ky s v s g g      

2 2
1
2

u { }T v u v   

2 2 22 21
21 1 1 1 1

2 2

22
2 1 1

1 2

2 22 2

1 1 1

2 2

1

2

1 1 1

{( ) ( )

( ) ( )

( )1
                            

2 ( )

2( ) ( )
  

( )4

2(1

2

T T T T

k k k k k k k k k k k

T T

k k k k

T

k k k

k T

k k

T T

k k k k k k

T

k kk

T

T k k

k k k

g s g y s y s g s g g

y s y s

s g g
g

y s

s g y s g g

y sg

s g
g d g

    

 



  





  




 



  

2 2

1 1

2 2

1 1

2

1 1 1

) 2( )

4 4

1
<      

2

T

k k k k

k k

T

k k k

y s g y

g g

g d g



 

  





 



Journal of Current Researches on Educational Studies, 2022, 12 (2), 1-12.  5 
 

2-If  
2 2 2

1max{4 ,(y ) } ( )T T

k k k k kg s y s   

2 22
2 1 1 1

1 1 1 2

2 22 2
2 1 1

1 2 2

2

1 1 1

2( )
{

( )

2 ( ) 2( )
             

( ) ( )

T T

T k k k k k k

k k k T T

k k k k

T T

k k k k k k

k T T

k k k k

T

k k k

g s g s g y
g d g

y s y s

y s g s g y
g

y s y s

g d g

  

  

 



  

   

   

  

 

We see that the sufficient property holds for any line search 

4.  The Global Convergent 

In this we prove the global convergence the proposed method for strongly convex 

function. First we need the following assumption. 

Assumption: (1) [4] 

1-The level group 
0{ | ( ) ( )}nx R f x f x     is bounded which there are exits 

0B   so that ,    x B x     

2-In some neighborhood N, of level set , f  bounded and constantly different and 

gradient is Lipshitz continuous, there exists 𝐿 > 0 such that: 

‖𝑔(𝑥) − 𝑔(𝑦)‖ ≤ 𝐿‖𝑥 − 𝑦‖      ∀𝑥, 𝑦 ∈ 𝑁. 

Note that these assumptions mean that there is a constant Γ so that ( )g x   Γ, 

  x   

 Lemma(1) [18] 

Suppose that kd is the direction of descent  and  f  satisfies the Lipschitz 

condition for all x on the Line segment connecting kx  and 1kx  if the line search 

satisfies the Wolfe conditions, then 

  
2

1
 

T

k k

k

k

g d

L d





  

Theorem (2) 

 Assume that f is Lipschitz continuous and strongly convex on the level set  ,i.e., 

Constants L and µ>0 exist ,so that  

( ) ( )f x f y L x y           (16) 

2T

k ky s x y   (17) 
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For all x,y ϵ  . If the combined gradient (13) method is performed with the Wolfe 

line search terms at each step, either 0kg   for some k, or  0lim
k

k
g



  

Proof:- 

Assume that 0kg   for all k, otherwise the theorem is true 

Since f  is strongly convex it follows that 

2T

k k k ky s d  

By the sufficient descent and assumption 0kg  ensure that 0kd  , by Lemma(1) 

0k  there for 

0T

k ky s    

Because f  is strongly convex over   , and bounded below 

In the Wolfe condition, after summing over k, the upper bound, it is found that 

1

T

k k k

k

g d




   
 

When this is combined with the lower bound for k given by Lemma(1) and 

sufficient descent 

gives   

4

2
1

k

k k

g

d





   
(18) 

From Lipschitz continuity 

      1k k k k ky g g L d     

Now using T

k k k ky s d and 

2

11 1

2 2

1

2

max{4 ,( ) }

TT
KHI k k kk k

T T
k k k k k

y s gg g

y s g y s
  



  the following 

estimation 
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Is obtained  

2

2 11 1

2 2 2

1

2

max{4 ,( )

T
KHI k k kk k
k T

k k k k k

y d gg g

d g y s




 



 

2

1 1

2 2 2

1

2
max{4 ,( ) }

k k k k

T

k k k k k

g y d g

d g y s

 



   

 

            

32 2

1 1

2 2 2

1

2
max{4 ,( ) }

k k k k

T

k k k k k

y g L d g

d g y s





 



   
 

If  
2 2

1max{4 ,( ) }T

k k kg y s =
2

14 kg  .  Since 
2 2

1k kg y   

32 2

2 1 1

2 42 2

2
1

2

2

2

          ( ) .

KHI k k k k k

k

k k k k

k

k

L d g L d g

d d

gL L

d

 


  

 

 



 

 

 

 

Hence
2

1 1 12
(1 )KHI

k k k k k

L L
d g d g

 
        

 

Using this upper for kd in (18), It follows that 
2

1

k

k

g




   

If max{4
2

1 ,( )} ( )T T

k k k kg y s y s  then the prove is similar as in [18] and is omitted. 

5. Numerical Experiment 

In this search, we compare the new official KHI 2 performance developed with the 
new CG method. We've chosen (75) large-scale unconstrained optimization 
problems to investigate, taken from [1] For any of the test problems. We also 
considered numerical tests with the number of variables n=100, 1000 for every 
test element. These new versions are compared to the HS, FR algorithms, known 
conjugate gradient algorithms. With search terms, wolf solid line search terms, all 
these algorithms are implemented. In each of these examples the stop criterion is 
‖𝑔𝑘‖ = 10−6. All of the codes are written in F77 default compiler settings in 
double-precision FORTRAN Language. Usually the test functions are standard 
initially, and the summary numerical results are recorded in fig. 1, 2 and 3. The 
performance profile is used by [16] to demonstrate the performance of the new 
two-period CG algorithm developed with KHI 2. Determine P = 75 as the complete 
set of 𝑛𝑝test problems and S = 3, the set of interested solutions. Suppose 𝑙𝑝,𝑠 is the 

number of objective function assessments required by solver S of problem P. 
Determine the performance ratio as follows: 
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𝑟𝑝,𝑠 =
𝑙𝑝,𝑠

𝑙𝑝
∗

 (19) 

Where 𝑙𝑝
∗ = 𝑚𝑖𝑛{𝑙𝑝,𝑠: 𝑠 ∈ 𝑆}. It is clear that 𝑟𝑝,𝑠 ≥ 1  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑝, 𝑠  . When a solution 

fails to solve a problem, the 𝑟𝑝,𝑠 ratio is set to a large number M. The following 

output cumulative distribution function 𝑟𝑝,𝑠 is used to describe the performance 

profile for each analyzer. 

𝑝𝑠(𝑡) =
𝑠𝑖𝑧𝑒 {𝑝∈𝑃∶𝑟𝑝,𝑠 ≤𝑡}

𝑛𝑝
       

𝑝𝑠(1) of course, denotes the percentage of problems for which solver S is the 
highest.  

Figure 1. Performance Based on  Iteration 
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Figure 2.  Performance-Based on Function evalution     

 
 

Figure 3. Performance-Based on Time 
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